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» Nonnegative Matrix Factorization (NMF) is an approach typically applied in unsupervised tasks such as dimensionality-reduction, > We gener.ate a synthetic tenso.r (see Figure 2) V‘{ith Original Rank 7 Rank 4 Rank 2 Rank 4 Rank 2 Rank 4 Rank 2
latent topic modeling, and clustering. overlappingand non-overlapping blocks of varying
> Given nonnegative data matrix X €7%" and a user-defined target dimension r € N, NMF seeks nonnegative factor matrices A €7, size and intensity to form a hierarchical structure.
and S €29 such that X = AS formulated as N » We see in Figure 3 that Neural NCPD is better able
=0 4 . . . .
arg min ||X — AS||2. (1) to identify the topic structure of the underlying
A>0,5>0 model.
» Nonnegative CP Decomposition (NCPD) generalizes NMF to multi-model tensor data. ;
» Given nonnegative data tensor X € R™**" and a user-defi ned target dimension r € N, NCPD seeks nonnegative factor matrices Underlying Model Neural NCPD StandardHNCPD HNTE
nixr (1) (2) (R) (i) 7-2 7-4  4-2 7-2 7-4  4-2 7-4
X1, Xa, . . ., X where X; €07 such that X = [[X;, X5, - -+, X¢]] = Z X' ®XT®- - ®x ~where X; is the jth column of X;. |

] =1

» Given a nonnegative order-k tensor X € R"™**" Hierarchical NCPD (HNCPD) consists of an initial rank-r NCPD layer with factor
matrices X;, X5, . . ., X, €ach with r columns, and an HNMF with ranks r@ r( ... r(£=2) for each of these factors matrices.
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Figure 3: (Top left) Data tensor X with two levels of noise. (Top right) ranks 7, 5, and 3

» For each X; at layer £, we factorize X; as . Visualization of th hetic 1 Neural NCPD, Standard HNCPD, and HNTF approximations of X. (Bottom left) Underlying
X ~ X A(o)A(1) A(£ 2)5(6 2) (2) sure 2: visuatization ot the synthetic tensor. topic modelling matrix. (Bottom right) topic modelling matrices for each method.
» We propose Neural NCPD, a method for training an HNCPD model by representing the model with a neural network architecture. Table 1: Topic modeling loss and relative reconstruction on the synthetic dataset by
» Our iterative method consists of two subroutines, a forward-propagation and a backpropagation. In Algorithms 1 and 2, we display NCPD and NMF methods.
Topic Modeling Loss Relative Reconstruction Loss . _
the pseudocode for our proposed method. o7 = 01 07 = 0.4 0% = 01 0% = 04 > From Table 1, we see that the the topic mod
Method ~ Mode 7-2 7-4 4-2|7-2 7-4 4—2|r=7 r@ =4 MW=2|r=7 =4 rV=> elling loss for Neural NCPD is less than that of
. . s Neural HNCPD 0.043 0.042 0.042 | 0.087 0.087 0.081|0.119 0.252 0.563 | 0.454 0.508 0.714 .
Algorithm 1 Forward Propagation Algorithm 2 Neural NCPD Standard HNCPD | 0.106 0101 0189 | 0.45 0.193 0.204 019 0494 0.828 0454 0612  0.892 every other NCPD and NMF modelin all but one
R (€)\R,L—2 . N<XN-X...XN 1 | 0.163 0.236 0.182 | 0.171 0.144 0.170 | 0.119 0.502 0.795 | 0.454 0.576  0.781
prOCEdure FORWARDPROP({Xi},':Oa {A,' }i=O,€=O) InPUt° Tensor X € R™*" k' cost C P HNTF 2 | 0.087 0.040 0.101 | 0.090 0.116 0.142 |0.119 0.309 0.665 |0.454 0.587  0.765 CdSE.
fori =1, kdo X X X = NCPD(X), nitalize (A]"}}"777 oo o om o on o om0 o7 el v o > Reconstruction loss for Neural NCPD issignif-
fOI' f — O, ey, .l: — 2 dO for iterations = 1 T dO Neural NMF 2 0.075 0.244 0.146 | 0.153 0.190 0.160 | 0.141 0.289 0.585 | 0.475 0.513 0.710 Cantly better than that Of Standard HNCPD and
? _ £—1 ¢ (€)yR,L—2 3 | 0.119 0.164 0.110 | 0.158 0.197 0.140 | 0.151 0.236 0.576 | 0.477 0.512  0.693 .
S,( ) < arg MiNg> 4 ”S,( ) o A,'( )S”F FOI’W&I’dPI‘Op({X }, -0’ {A }, —0,f= O 1 |0.098 0.182 0.052 | 0.164 0.219 0.139 |0.118 0.235 0.558 | 0.472 0.524  0.707 HNTF across rank and level of noise.
— .. — _ Standard HNMF 2 |0.080 0.199 0.090 | 0.151 0.213 0.088 |0.118 0.245 0.566 | 0.472 0.505 0.709
end for for i 1, ’ k’ ¢ O, - ’ L 2 (10 3 |0.060 0.165 0.085| 0.137 0.193 0.114 |[0.118 0.233 0.563 | 0.472 0.503 0.717
(£) L (5) aC
end for A — optlmlzer(A,. : aA("))
end procedure " : .. :
P end for » The Twitter political data set is a data set of tweets sent e
. .. . . . . an opics Rank 4 Topics Rank 2 Topics
end for by eight political candidates during the 2016 presidential ook T Topic2 Tooic 3 Tooic ool T Topic3 TooicT
. trump senate martinomalley  berniesanders marcorubio trump trump
©) eleCt|On S€ason. hillary florida hillaryclinton people teammarco hillary hillary
r I‘ . . ke donald zika realdonaldtrump bernie vote donald vote
» We bin tweets made by a candidate within each month president  venemuela  campaigning - fsen seople seople
V %x / /A (0) / S(O) / over 10 monthS, resultlng in a tensor Of size 8 X 10 X 12721. timkaine  nicolasmaduro maryland change click vote donald
n 3 . . . . Topic 5 Topic 6 Topic 7 Topic 8 Topic 3 Topic 4 Topic 2
£ 2 - nz n2 > |n FI gu re L we Vi Suallze tOpICS lea n ed by Neu ral NCPD and tedcruz johnkasich marcorubio crooked tedcruz senate tedcruz
< > < > . . . . . cruz kasich teammarco hillary cruz florida cruz
A
) . o o see meaningful hierarchical relationships; e.g., Cruz and ted ohio vote thank ted zika ted
0 0 T . . . . . .
A . _ . internet john flsen great johnkasich venezuela johnkasich
X = XZT = 51 '(Séo))T ( 2 ) KaS|Ch, WhO left the race at S|m|lar t|me$, dare gI‘OU ped fo- choosecruz gov click clinton kasich nicolasmaduro kasich
n 20 gether than rank 4. -High  Clinton Clinton Feb Clinton
1 nl X1 nl 1 Kaine Kaine I\:Z; Kaine
O'Malley O'Malley May O'Malley
Table 2: Relative reconstruction loss on the Twitter sanders sacer pr s
\/ 1 Kasic Kasic Al asic
' ' political dataset. s oo Zi‘g’t fosin
Method r=8 rl® = A r) = -Low  Trump Trump Nov Trump
1 2 3 4 5 6 7 8 123456738 1 2 3 4 1 2 34 1 2
Figure 1: Visualization of a two-layer HNCPD model. Neural NCPD 10834 0.883 0.918

Standard NCPD | 0.834 0889 0.919 Figure 4: A three-layer Neural NCPD on the Twitter dataset at ranks r = 8, r(® =4
Standard HNCPD | 0.834 0.913  0.976

HNTE-1 0.83, 0.890 0.927 and r®V = 2. At each rank, we display the top keywords and topic heatmaps for

. . HNTF-2 0.834 0.909  0.956 candidate and temporal modes.
Conclusions Contact Information HNTF-3 0.834 0.895  0.942
In this paper, we introduced the hierarchical NCPD model and presented a novel method, Neural 4| jvendrow@math.ucla.edu Acknowledgements
NCPD, to train this decomposition. We empirically demonstrate the promise of this method on = www.joshvendrow.com

both real and synthetic datasets; in particular, this model reveals the hierarchy of topics learned ) github.com/jvendrow
at different NCPD ranks, which is not available to standard NCPD or NMF-based approaches.
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